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What’s the problem?

Most of the 27 companies tracked by our Mapping China’s Technology Giants project are heavily
involved in the collection and processing of vast quantities of personal and organisational data—
everything from personal social media accounts, to smart cities data, to biomedical data.! Their
business operations—and associated international collaborations—depend on the flow of vast
amounts of data, often governed by the data privacy laws of multiple jurisdictions. Currently, however,
existing global policy debates and subsequent policy responses concerning security in the digital
supply chain miss the bigger picture because they typically prioritise the potential for disruption or
malicious alterations of the supply chain. Yet, as we have defined it in this report, digital supply-chain
risk starts at the design level (Figure 1).

For the People’s Republic of China (PRC), the designer is the Chinese party-state, through expectations
and agenda-setting in laws and policy documents and actions such as the mobilisation of state
resources to achieve objectives such as the setting of technology standards. It’s through those
standards, policies and laws that the party-state is refining its capacity to exert control over
companies’ activities to ensure that it can derive strategic value and benefit from the companies’
global operations. That includes leveraging data collection taking place through those companies’
everyday global business activities, which ASPI’s International Cyber Policy Centre (ICPC) described
in the Engineering global consent report.? Technology isn’t agnostic—who sets the standards and
therefore the direction of the technology matters just as much as who manufactures the product.
This will have major implications for the effectiveness of data protection laws and notions of digital
supply-chain security.

What’s the solution?

This report recommends that governments, businesses and other organisations take a more
multidisciplinary approach to due diligence. That approach needs to take into account the core
strategic thinking that underlies the ways the Chinese party-state uses technology. It must also take
into account the breadth of what’s considered to be ‘state security’ in China and the ramifications of
the PRC’s cyber- and data-focused laws and regulations.

All governments should improve their regulatory frameworks for data security and privacy protection.
Doing so will put them in better ethical and legal positions to take meaningful long-term policy actions
on a whole suite of issues. However, those efforts in isolation won’t solve all of the unique challenges
posed by the Chinese party-state or other geopolitical challenges described in this report.

A more holistic approach, which would help to ensure that data is better protected, also requires

a better definition of digital supply-chain risk and a reframing of global policy debates on these

issues. There needs to be a greater understanding of how supply-chain risks manifest, including the
intentional introduction of access and more subtle monitoring and information collection by malicious
actors. Specific actions for managing potential data insecurity and privacy breaches in supply chains
should include improving risk-based approaches to the regulation of data transfers.



https://chinatechmap.aspi.org.au/

Figure 1: Compromise of the digital supply chain without a malicious intrusion or alteration
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1. The PRC’s data ecosystem

The PRC’s global data collection ecosystem was outlined in the ASPI ICPC policy report Engineering
global consent: the Chinese Communist Party’s data-driven power expansion.® In that report, we
described ways the Chinese party-state directly and indirectly leveraged PRC-headquartered
commercial enterprises to access troves of data that those enterprises’ products help generate.
That report was based on how the Chinese party-state articulated its objectives on data use and
state security and a case study of the propaganda department-linked company Global Tone
Communication Technology Co. Ltd (which we expand on in the ‘Downstream data access’ section
of this report).

As part of the Mapping China’s Technology Giants project, we have identified the need to further

define the PRC’s ‘global data ecosystem’ concept. In this section, we focus on the nature of interactions
between political agenda-setting, active shaping of international technical standards, technical
capabilities, and data as a strategic resource. This directly affects companies’ business activities,

both domestic and global (Figure 2).

Figure 2: The PRC’s data ecosystem
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Source: ASPI authors’ illustration.

The PRC’s data ecosystem begins with technical capability. That includes China’s advanced cyber
offensive skills, but also extends to its companies’ normal business operations anywhere in the world
providing access, collection, data processing or any combination of the three to the party-state.

The party-state’s ability to obtain large amounts of personal information and intellectual property
through its state-sponsored cyber operations has been widely reported in detail, including in
indictments by the US Department of Justice.* However, the PRC’s policies and legislation—
purposefully shaped by the Chinese Communist Party (CCP)—mean that the party-state’s ability
to access data is extended even further than the normal operations of PRC-based companies with
a global presence. It’s also consequential that those globally influential PRC-based technology
companies occupy every layer of the ‘technology stack’.




In Table 1, we illustrate the ‘technology stack’ by using the ISO standard Open Systems

Interconnection model as a reference (because it’s used for networking and data exchange but can

also be illustrative of the technology industry ecosystem).> We then charted it against the relevant

companies in the Mapping China’s Technology Giants project and their US counterparts, which for

several decades have had a dominant presence in every layer.

Table 1: Technology business ecosystem, referencing a simplified Open Systems Interconnection model

Application
layer

Network
layer

Physical
layer

Software/hardware
groupings

Software applications

General examples

Internet platforms

(e.g. social media,
websites, mobile apps),
machine-learning engines
(from cloud providers),
content handlers

US-based companies

Facebook, Google,
Amazon, Apple, Microsoft,
PayPal, Zoom, Salesforce,
Adobe

PRC-based companies

Baidu, Alibaba, Tencent,
JD.com, ByteDance, Ant
Group, Megyvii, iFlytek,
CloudWalk, SenseTime,
YITU, Ping An Tech, Inspur,
Huawei, CETC

Storage and software

Content delivery networks,

Cloudflare, Akamai,

Alibaba, Tencent,

infrastructure cloud storage and Google, Microsoft, Amazon, | ByteDance, Ping An Tech,
infrastructure IBM, Oracle, Apple Inspur, Huawei, CETC
Hardware Satellite navigation, Cisco, Juniper, Global Huawei, ZTE, BeiDou,

networking hardware,
sensor hardware,
semiconductors, mobile
wireless networking
equipment

Positioning System

(GPS), Google, Amazon,
Apple, Nvidia, AMD, Texas
Instruments, Qualcomm,
Broadcom, Intel, Microsoft,
IBM

Nuctech, Meiya Pico,
Hikvision, Uniview, Dahua,
Megvii, iFlytek, SenseTime,
DJI, Huawei’s Hisilicon,
SMIC, CETC

Carrier infrastructure

Submarine cables,
fibre-optic networks,
mobile wireless network
carrier equipment (5G
base stations)

AT&T, Sprint, Verizon,
Cogent, Comcast,
Facebook, Google,
Amazon, Microsoft,
T-Mobile US

Hengtong, China Mobile,
China Telecom, China
Unicom, PEACE cable Ltd,
Huawei, CETC

Source: ASPI authors’ illustration.

Technology companies everywhere are primarily driven by commercial interests. The difference

between the US and China is that in China the way the state conceives of the usefulness of data goes

beyond traditional intelligence collection. For the Chinese party-state, data and the information

derived from it contribute to everything. Domestically, that ranges from solving policy problems to

information control and state coercion. Globally, it ranges from expanding the PRC’s role in the global

economy to understanding how to shape and control its global operating environment. In the next

two sections, we elaborate on how the Chinese party-state’s laws, policies and actions, which apply to

PRC-based technology companies, create an ecosystem that provides it with access to the data that

those companies can obtain.
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1.1 Who sets the standards matters

Technology isn’t values-agnostic. It takes on the values of its creator. Therefore, who sets the
standards, and consequently the direction of the technology, matters. We know, for instance, that
artificial intelligence has a history of racial and socio-economic bias built in from the design stage,
reflective of the inherent biases of the designers and the choice of data used to train the algorithms.®
Technologies must be designed to be ‘values-neutral’” to avoid those problems, but that aspiration
might not ever be realistic.®

Liberal democracies don’t agree on what ‘values’ mean in this context. The European Union,

for example, is increasingly prioritising indigenous technology development not just because of
strategic competitors such as the PRC but also because of the US. That requires navigating often
complex relationships with US-based technology giants such as Google, Apple and Facebook.’
Part of protecting values in any liberal democracy is about preventing the creep of illiberalism
from sources both domestic and foreign. It’s also about introducing regulations and standards
that protect the norms and freedoms underpinning democratic values. When it comes to Europe
and the digital economy, much of that effort is currently targeted towards holding US technology
companies accountable.’®

The Chinese party-state is creating mechanisms and power structures through which it can ensure its
ultimate and maximum access to datasets both domestically and globally. This is apparent through its
agenda-setting (articulated in party and policy documents), its expectation-setting (signalled through
new laws) and communications from the CCP (such as speeches and state media reporting).

Part of the CCP’s effort takes place through the PRC’s attempts to set standards that guide the design
of technologies. For example, PRC facial recognition systems are required to be designed to recognise
‘Uyghur faces’ ! Another example is big data platforms and systems designed to categorise individuals
based on a politicised version of whom the CCP deems suspicious or potentially threatening (such as
petitioners, Tibetans, Uyghurs or Falun Gong practitioners).*? Within the PRC, technologies are already
being researched and developed to meet the needs of the party-state (see section ‘Data regulations:
setting the standards’). When those technologies are exported, such design features can’t be erased by
the technology’s end-user, whether it’s a global company or a foreign government.




1.2 Harnessing the strategic value of data

The Chinese party-state has deliberately formulated a strategy to harness the strategic value of data
and the power of information to grow the power of the CCP over society. In 2013, Xi Jinping was quoted
as saying, ‘big data is the “free” resource of the industrial society. Whoever has a hold of the data has
the initiative.*?

In 2016, China’s 13th Five-Year Plan pushed for the creation of a ‘big data security management system’
alongside efforts to improve cyberspace governance by building an international consensus around
the PRC’s ideas on cyberspace security.* The 14th Five-Year Plan, unveiled in 2021, continues the
party-state’s multifaceted priorities for the development and use of big data for economic and social
governance and calls for building new data infrastructure and improving the rules governing data
collection, storage and use.'®

In addition to economic development, the party-state often describes big data technologies as
contributing to ‘social management’ (also called ‘social governance’).’® Social management covers

a broad and overlapping list of agenda items, from creating capabilities to improve public service
administration to strengthening ‘public security’. Ultimately, social management refers to the
party-state’s management of jtself as well as of society. This process relies on shaping, managing and
controlling its operating environment through capabilities that enhance service provision and the
capacity for risk management.’

New and emerging digital technologies are valued because they’re viewed as a resource that can
improve everyday governance capacity and facilitate problem-solving. In simplifying government
service provision, the implementation of those technologies can in future facilitate communication
across the PRC’s sprawling government apparatus.® Digital and data-driven technologies obviously
have multiple uses. For example, they can help streamline urban and social welfare services. In other
respects, those same services can feed into the party-state’s totalitarian model of governance and the
way it identifies and responds to what it believes are emerging threats.

This use of data occurs in ways that provide both convenience and control. Routine services are
intertwined with surveillance and coercive tools in ways that are often not legally possible in liberal
democratic societies—or, when they do occur, can be genuinely challenged by the public, media and
civil society. That distinction doesn’t simply apply to the ways different PRC Government departments
use similar technologies (such as ways the public security bureaus use technologies versus the ways
industrial work safety offices use them).

One example is Human Rights Watch’s findings on Xinjiang’s Integrated Joint Operations Platform,
which is used to centrally collect data on individual behaviours and flag ‘those deemed potentially
threatening’. One metric used to identify threats is energy usage from smart electricity meters:
abnormally high energy use could indicate ‘illegal” activity, but such meters in their normal use would
also improve the accuracy of meter readings.'® Another example is building datasets for use in the
PRC’s ‘national defence mobilisation system’ (a crisis response platform) using data sourced from a
variety of government cloud networks, from smart cities to tourism-related cloud networks (Figure 3).2°
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Figure 3: The concept of defence mobilisation and smart cities data integration and processing
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Source: ASPI authors’illustration.

Despite the benefits it can derive, the CCP also sees sources of harm emerging from technology and
its use, and it realises that technology isn’t an all-encompassing solution to its problems. Xi Jinping
has described science and technology as a double-edged sword: ‘On one hand, it can benefit society
and the people. On the other hand, it can also be used by some people to damage the public interest
and the interests of the people.?! Such risks could include companies or officials having the ability to
exercise too much power with the aid of technology.?? They could also include the use of technology
by the CCP’s political opponents to organise against the party-state, from either inside or outside
the PRC.%?

1.3 Aglobal outlook

The PRC’s plans to harness the strategic value of data and the power of information to grow state
power are also globally oriented. The party-state sees its reliance on technologies originating in the
West (especially the US) as a threat to state security, for fear of how foreign powers might exploit

that reliance, especially in a crisis.?* That fear helps drive the development of the PRC’s indigenous
technology capabilities.?® Its capability effort includes planning on big data development to build an
‘industry ecosystem’ with ‘globally oriented key enterprises and innovative small- and medium-sized
enterprises with distinctive features’.?® It also includes a plan to export PRC-originated technology
standards, envisioned through the China Standards 2035 project.?” Economic benefits and objectives
are included in each plan, but through them the CCP also sets specific political ambitions.

As part of its global vision (see Figure 4), the Chinese party-state ensures that it’s a part of the
market-driven expansion and success of its global technology giants. Under Xi Jinping, the
government has increasingly demonstrated the extraterritoriality inherent in PRC state security
concepts and law. Moreover, the fact that companies have the right to do business in China at the
party-state’s discretion has become abundantly clear. The ability to harness the benefits of data
would help to achieve the CCP’s global vision because, through the processing and application of that
data, the party can improve the sophistication of its efforts to shape, manage and control its global
operating environment.




Figure 4: Explainer: The Chinese party-state’s vision for the PRC in the world

Since its founding, the Chinese party-state has pursued the modernisation of the PRC with the goal of
becoming both wealthy and powerful, and returning to what the party views as China’s rightful place in the
world [1].

The party-state’s ambitions can be described as having three lines of effort:
1 The comprehensive modernisation of the PRC under the party-state’s rule.

2 The unification and economic, social, and cultural assimilation of areas claimed by the party-state
as ‘China’.

3 Becoming a global power that shapes the international order and the ways in which nation-states
interact.

Beijing’s much-touted ‘Belt and Road Initiative’ (——&) is just one part of a larger vision for a ‘new type
of international relations (FTEEPRAR %) and a ‘community of common destiny for mankind’ (A Z5apia 3t
[E1%). In those concepts, the party-state has outlined a vision of international relations that more closely
resembles the way the party-state exercises influence over the PRC and Chinese society [2]. In fact, there’s
also an international version of the social management concept that’s been used to refer to a so-called
‘deficit in social governance’ due to the ineffectiveness of international institutions and the rules-based
international order [3]. The party-state sees that a ‘deficit’ in international social management has not
stopped ‘the West’ from having a strong discourse power [4]; therefore, the PRC needs to develop its own
‘discourse power’—a concept that analyst Nadege Rolland has described as ‘the ability to exert influence
over the formulations and ideas that underpin the international order’ [5].

Progress along each of these lines of effort may be uneven; however, these ambitious objectives can’t be
dismissed just because they appear unreachable or because the results appear fragmented today.

Sources: ASPI authors’illustration. See endnote for detailed citations.?®
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2. The PRC’s developing data security
framework

PRC legislation related to state security?® provides reasons for foreign governments to be concerned
about the exposure of any PRC-based commercial enterprise to the political demands of the
party-state.®® Recent state security laws, such as the 2017 Intelligence Law, haven’t changed the
longstanding de facto practice of state power in the PRC, but have further codified expectations in
China that every citizen is responsible for state security.*! Assessments of those risks have helped
address what should be the obvious political and legal risks of doing business with PRC-based
technology companies.

Some analysts have attempted to downplay the significance of such laws by claiming that the law is
never black and white in the PRC and by describing compliance with PRC law as ‘a negotiation’*? The
latitude of officials to enforce the law and corporations’ efforts to maintain their freedom of action
leave open grey areas, but that claim, in the context in which it’s being made, is false. Law may be a
negotiation in the PRC, as it is elsewhere, but the party-state decides whether there’s a negotiation at
all, and where that negotiation ends.

Critically, the party-state itself isn’t bound by the law when it’s challenged or when its interests are
threatened. A recent illustration of this is Alibaba and its founder, Jack Ma, who briefly ‘disappeared’ at
the end of 2020 following his public criticism of PRC regulators’ attitude towards big business, accusing
them of having a ‘pawnshop’ mentality that stifled innovation.** In April 2021, it was announced that
Alibaba would be fined USS$2.8 billion after a probe determined that it had abused its market position
for years.®* Nobody in the PRC is too big or too powerful to be subject to the party-state’s demands.*®

PRC-based technology companies themselves have acknowledged their exposure to legal risks
emanating from the PRC. It’s standard practice for global companies to acknowledge in their privacy
policies that user data may be transferred and governed by laws outside of their own jurisdiction.
According to most privacy policies for websites and products of the 27 companies in our Mapping
China’s Technology Giants project, users who live outside the PRC may have their data transferred
to and processed and stored in a country that isn’t where they reside or have ordered services from,
including the PRC, where all of the companies have business. When the data is transferred it will

be governed by the law in that country’s jurisdiction, not only the law in the place where the data
originated (Figure 5).%




Figure 5: New Mapping China’s Technology Giants product—‘Thematic snapshots’
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Source: Mapping China’s Technology Giants project website, online.

Most of the 27 companies state that they’re committed to protecting personal information, but
acknowledge that they may be required to disclose personal data to meet law enforcement or state
security requirements. The definition of what meets the threshold of being a national security or
criminal case can be highly politicised in the PRC, and the process of definition isn’t similar to those
that occur in a liberal democracy.

The political system of the PRC creates this risk. Law in the PRC is first and foremost political and a
governing tool that enforces political power. It’s meant to be wielded by the party-state and to uphold
and expand the power of the state. Its implementation is reliant on the CCP’s leadership and is used
to strengthen the party’s governing capacity, but the law isn’t above the party-state even if it’s used
to manage its members.3" Nonetheless, the law is more than a blunt weapon of state power. It’s
important to think through the implications of the fact that the law also functions as a tool to set and
communicate the state’s expectations of its apparatuses, its entities and individuals.

New developments related to data collection, storage and transfer make these issues more apparent.
The Chinese party-state is currently deliberating on a draft Data Security Law (DSL) and draft Personal
Information Protection Law (PIPL).2¢ In April 2021, second draft versions were issued publicly (see
the appendix to this report for translations of the articles of the draft laws that we focus on in this
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section). Both are expected to become law in 2021. The third and probably final version of the draft
DSL is expected to be deliberated at a National People’s Congress Standing Committee meeting on
7-10 June 2021.%

These laws don’t exist in a vacuum. They should be read along with a suite of other relevant state
security legislation, including, for example, the State Security Law (2015) and the Cybersecurity
Law (2016).

2.1 Data regulations: limiting individuals and organisations while empowering
the state

The draft DSL and draft PIPL should be read together. The main distinction is that the draft DSL lays out
the responsibilities of the state in creating a data security system and in guaranteeing data security,
whereas the draft PIPL defines the boundaries and personal information protection requirements for
individuals and entities.*

What makes the framework unique, compared to any other country’s laws regulating data security,

is that data security is unambiguously part of the party-state’s security strategy and is first about
protecting the CCP’s monopoly hold on power (Figure 6). The draft DSL says that the effort to
guarantee data security must adhere to the party-state’s ‘comprehensive state security outlook’.*
The draft establishes the state as the leader of the data security system, stating that the ‘central state
security leading mechanism’ is ‘responsible for decision making and overall coordination on data
security work, and researching, drafting and guiding the implementation of national data security
strategies and relevant major guidelines and policies.*?




Figure 6: Explainer: The PRC’s state security concept
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Figure 6 (continued): Explainer: The PRC’s state security concept
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The law says not only that a party entity is in charge, but also that any significant policies will originate
there. The term ‘central state security leading mechanism’in legal documents is synonymous with the
Central State Security Commission, which is a CCP body led by Xi Jinping.** Therefore, the activity of
other state regulatory departments and public and state security organs responsible for implementing
data security efforts would flow from the decision-making and strategy that the Central State Security
Commission is tasked with overseeing and implementing.*?

The draft DSL also applies to data-handling activities taking place ‘outside the territory of the PRC,
if those activities are seen to ‘harm the state security, the public interest, or the lawful rights and
interests of citizens’” and organisations of the PRC, they are to be pursued for legal responsibility

‘in accordance with law.” Existing law and practice illustrate the global application of such concepts.




Hong Kong’s new National Security Law, passed in 2020, criminalises ‘separatism’, ‘subversion’,
‘terrorism’ and ‘collusion’ in addition to support for any of those activities by anyone, no matter where
in the world they’re located.*®

The draft PIPL, meanwhile, is intended to regulate the power of individuals and entities who handle
the personal data of PRC citizens both inside and outside the country. It establishes a more robust
system for protecting individuals’ data privacy from individuals and companies.*” It applies to activities
outside the PRC involving the handling of personal information of natural persons within the territory
of the PRC when those outside actors are providing products or services to persons within the PRC,
analysing and assessing the conduct of natural persons within PRC or ‘other situations provided for by
law or administrative regulations’. Just like the draft DSL, it leaves open the potential that the law can
be used as intended: to protect the CCP’s power wherever necessary. Laws such as the Intelligence
Law illustrate specific cases in which other legislation might be used to justify this reach, and a law
such as the Hong Kong National Security Law illustrates the fact that political opponents of the
party-state might also be targeted in vague ‘other situations’*®

The draft PIPL also superficially applies to the state. For example, it says that any retrieval of personal
information requires following ‘legally prescribed duties’ and must be done ‘in accordance with the
authority and procedures provided by laws’.*® Yet, Article 19 establishes that:

[Wlhen personal information handlers handle personal information, where there are circumstances
that laws and administrative regulations provide shall be kept confidential or need not be
announced, it is acceptable not to notify the individual.

On the basis of that logic, any case in which the 2017 Intelligence Law applies could be excluded from
the PIPUs protections. Article 7 of the Intelligence Law says that:

[Alny organisation and citizen shall in accordance with the law, support, provide assistance, and
cooperate in national intelligence work, and guard the secrecy of any intelligence work they are
aware of.%

The important takeaway is that digital technology can be applied in ways that expand the
aforementioned capabilities of the party-state, but governance of its use can be managed in ways
that restrict officials’ discretion in applying it. This doesn’t mean, however, that these regulations limit
the party-state’s influence. In reality, the regulations enhance their ultimate influence over digital
technologies and the flow of data.
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2.2 Data regulations: setting the standards

Both draft laws contain directives on how the party-state expects data security and data privacy
regimes to develop. They establish that, in the PRC, data shall be collected, stored and processed in a
manner that’s consistent with the party-state’s paramount security concepts and objectives. Especially
given the party-state security concept guiding data security, it’s notable that Xi Jinping has called for
strengthening ‘the Party’s leadership over standardisation work’ and has described standardisation as
the ‘commanding heights’ of international economic and technological competition.>!

Beyond establishing which institutions are in charge and who is responsible for data security, the draft
DSL also establishes expectations about how the PRC’s standardisation system is to function that are
specific to data security. The draft DSL says that State Council administrative departments and other
relevant State Council departments are responsible for organising ‘the formulation and appropriate
revision of standards related to technology and products for the development and use of data and to
data security.®? The most relevant body under the State Council is the Standardisation Administration
of China (SAC), which is an agency under the State Administration for Market Regulation. According

to the revised 2017 Standardisation Law,>® the SAC is required to oversee standards initiation and
implementation. At the practical level, technical committees develop standards, which are then
accredited by the SAC.>*

The technical committees working on the standards consist of stakeholders that are mostly
government entities, government-linked research institutes and commercial enterprises. Many
standards they develop are mandatory requirements, which companies must also meet to
successfully bid for a project domestically. A March 2021 report by IPVYM pointed to documents such
as ‘GA/T1400.3—2017’ on ‘public security video image information application systems’ developed
by the Science and Technology Information Technology Bureau of the Ministry of Public Security

in coordination with several companies included in the Mapping China’s Technology Giants project,
including Uniview, Hikvision and Dahua.>

As the standards develop domestically, they’ll also be projected globally, not just through market
activity but also as the PRC seeks to participate and shape international technology standards. The
SAC is also responsible for representing the PRC at international standards-setting bodies.*® Both the
draft PIPL and the draft DSL have provisions stating that the state is required to participate in setting
international rules and technology standards for data security and personal information protection.”’
The expansiveness of that expectation-setting creates normalised pathways for the PRC to exploit
data-sharing downstream in ways that can undermine the security of other countries, as we describe
in the next section.



https://chinatechmap.aspi.org.au/

3. Rethinking digital supply-chain vulnerability

Not all methods used to acquire data need to be intrusive, subversive, covert or even illegal—they
can be part of normal business data exchanges. Figure 1 (on page 3) illustrates how a digital supply
chain can be compromised without a malicious intrusion or alteration. The data-sharing relationships
that bring commercial advantages are also the same ones that could compromise an organisation.
Thinking about risk solely in terms of potential disruption ignores the ways in which supply-chain risk
can emerge from normal processes, in which no disruption is required.

The vulnerability of supply chains was made apparent by the Covid-19 pandemic, which made
supply-chain resilience even more important. As we become more digitally interconnected, the
breadth of what’s considered a risk to the supply chain has grown to include risks to the digital supply
chain—the electronic products we rely on and the data that flows through them.

Discussions about digital supply-chain security typically prioritise the potential for disruption or
malicious alterations of the supply chain. Examples include cyberattacks, altered components
inserted into the supply chain and limited access to critical supplies such as semiconductors. That
kind of risk from well-resourced state and non-state actors is already well understood by governments
thinking about supply-chain security.”® As we noted in the section on ‘The PRC’s data ecosystem’, the
PRC’s sophisticated offensive cyber capability and its ability to obtain data through those methods are
also well known. But a digital supply chain threat doesn’t necessarily require malicious alterations or
cyber intrusions into a network.

The SolarWinds supply-chain attack of 2020 is one example of a supply-chain cyberattack perpetrated
through the malicious insertion of software. In that case, threat actors, probably of Russian origin,>
compromised the software update service for the SolarWinds Orion platform to facilitate the
distribution of malicious code to Orion customers.®

Another cybersecurity risk in the supply chain that’s hidden in plain sight comes from ‘white labelling’
of original equipment manufacturer (OEM) products.®* That was the case with US-headquartered
Honeywell, which came under scrutiny in 2018 for selling Dahua cameras under its own brand, as
Dahua was banned in the US under the National Defense Authorization Act.®? A simple example of
risk for customers in this situation is that they may be monitoring cybersecurity vulnerabilities for
Honeywell products, not knowing that in fact they should also be monitoring vulnerabilities for the
underlying Dahua product.

Other areas of discussion include vendor trustworthiness. The 5G vendor debate within Australia a few
years ago brought to light the importance of the ownership and control of network infrastructure.®®
More broadly, it made organisations consider the risk of the vendors whose equipment their
organisations’ data would be passing through and the obligations that those vendors have to their
‘home’ governments.®* Australia’s lead cybersecurity agency, the Australian Cyber Security Centre, in
its guidance to organisations on identifying digital supply-chain risks, addresses this need to take into
consideration foreign control, influence and interference.®
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While these discussions are likely to lead to important policy responses that address some digital
supply-chain vulnerabilities, they don’t capture the full scope of risk that currently exists. In the
SolarWinds and Honeywell examples above, those charged with ensuring cybersecurity usually look
for changes to normal activity as an indicator of a problem or threat. In cases where the risk lies within
standard data exchange processes, therefore, it could be easily missed.

3.1 Downstream data access: the GTCOM case study

The ASPIICPC policy brief Engineering global consent focused on Global Tone Communication
Technology Co. Ltd (GTCOM), which is a subsidiary of a state-owned enterprise directly controlled

by the Central Propaganda Department of the CCP that collects bulk data globally in support of

the party-state’s propaganda and state security objectives.66 The data ecosystem emerging from
GTCOM’s commercial partnerships includes some of the PRC’s largest and most important technology
companies. For GTCOM, strategic cooperation with globally recognisable PRC-based companies—
notably Huawei and Alibaba Cloud—provides assistance in two key areas in the form of:

« the opportunity to conduct bulk data collection by providing translation services to both
companies, which have deeper market penetration

+ the development of or access to capabilities that support its bulk data collection.

As Figure 7 shows, GTCOM has commercial partnership agreements that provide it with access to bulk
data from other PRC-based technology companies.

Data transfers can occur through processes built directly into the ecosystem. A technology company
such as GTCOM provides an important case study in how the data ecosystem could reach far beyond
the PRC’s data regulatory regime.




Figure 7: GTCOM and the global data collection ecosystem concept
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3.2 Processing power

The party-state prioritises data collection domestically and globally. As we’ve described above, it’s
building an ecosystem that enables access to any bulk data collected through commercial enterprises.
It further recognises that technology will eventually catch up to its ideas for processing and generating
specific outputs. Being able to collect data is useful, but it’s the ability to access and aggregate data for
analysis and derive useful insights from it that’s powerful.

The business model of internet giants such as Facebook, Google, ByteDance and Tencent heavily
relies on data and the use of artificial intelligence. They collect large volumes and many varieties of
data from users of their service platforms. For example, they may collect such things as user platform
preferences, platform behaviours (such as how long it took an individual user to click from one page
to another), how long the user stayed on a page, what products they put into their shopping cart and
who their friends are, as well as real-world information such as the running routes of the user and the
user’shome location. The data is aggregated to generate profiles of individual users for marketing and
advertising purposes, and also to improve the platform. That in turn leads to greater user engagement
and provides additional opportunities to collect more data. Data brokers perform a similar aggregation
and analysis task, but they usually use data that they’ve mined freely from the internet or purchased
from other sources.

The concern isn’t necessarily that data is being collected, but rather the ability to infer sensitive details
about individuals from the aggregation of seemingly innocuous bits of data from a variety of sources.
Asingle geolocation coordinate out of context isn’t meaningful, but, using location data from a single
mobile device collected over time, it’s possible to identify an individual in a household and their
pattern of life. All that’s needed is to identify their three primary locations—home, work and one other
regularly used location.

That kind of data can be used to target individuals, such as by identifying and tracking the movements
of the US President,®” and can identify sensitive military locations en masse,®® but it can also be used to
create convenience. Google Search results provide popular times, wait times and visit durations for all
users searching for a local business by using ‘aggregated and anonymised data from users who have
opted in to Google Location History’.%

The use of big data analytics to monitor operations in smart cities can bring greater efficiency benefits
to operations, facilitate data sharing and assist with decision-making and situational awareness
overall. However, that same data, in the hands of adversaries, could give them macro-scale insights
that would otherwise be difficult to obtain. If those systems are under the control of adversaries, the
concern isn’t just about others having access to the data but also about adversaries’ ability to control
or modify the data. As a consequence, the information used to create convenience, improve efficiency
and enhance situational awareness is the same information that can be used by an adversary.

The ability of some PRC-based technology companies to process big data is sufficiently large.
According to reporting in Foreign Policy, they’ve been used by the party-state to carry out intelligence
tasks. According to ‘current and former officials’ cited in the report, this has included the acquisition
of datasets from large data breaches, such as the 2014 cyber intrusion into the US Office of Personnel
Management.”? It’s big data analysis like this that the US Central Intelligence Agency believes enabled




the exposure of its undercover officers in Africa and Europe.™ The question that requires further
research and analysis is why those PRC-based companies were chosen. For instance, were they chosen
not just for their processing ability but also because, by ingesting the datasets and combining the data
with their own holdings, they could enrich the information that could be derived from the data?

Commercial businesses aren’t the only entities carrying out large-scale data processing in the PRC.
The party-state is also doing it at the national level. The People’s Bank of China has included a ‘Big
Data Analytics Centre’ as part of the design of the PRC’s ‘Digital Currency / Electronic Payments’
system. The bank’s officials have said that the data collected through the system will be used to
improve macroeconomic policy. The bank will ‘analyse how money is being used, transacted, and
stored; support tracking and surveillance using both static and real-time data; provide data and
analysis inputs for monetary policy; and flag financial fraud”."?

Goals associated with harnessing the strategic power of data are a natural extension of long-enshrined
goals in authoritative party-state documents and embedded in detailed economic policies and plans
to ensure progress toward those goals.” However, the party-state’s development of theory and policy
is an iterative process and has always involved a degree of experimentation to ensure progress without
too many unintended consequences.™ Control or the preservation of the CCP’s power isn’t a goal unto
itself, but rather a prerequisite for achieving those ambitions. The collection, storage and processing of
big data will play an increasingly key role in those efforts in future.
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4. Recommendations

Adequately evaluating the risks associated with doing business with PRC-based technology
companies, or companies that rely on their technologies in their supply chains, requires an
understanding of the Chinese party-state’s articulation of its own intentions. It also requires an
understanding of the implications of policy and legal documents that signal what steps will be taken
to realise intended outcomes, as well as, of course, analysis of the party-state’s actual behaviour
(domestic and global).

We recommend as follows.

1. Invest resources to better understand the PRC’s and the CCP’s articulation of their own
intentions in order to set the tone for a more informed public debate that will generate
targeted responses to the identified problems.

Incorrect assumptions are often made about the party-state’s intent. In addition, what’s being
articulated and signalled through PRC policy and legal documents is too often ignored or not
placed into the context in which it’s being articulated or signalled (such as being placed in an
appropriate political context) or being described (for example, in the light of the CCP’s view that
data security is a problem of state security, as the party-state defines ‘state security’).

2. Recalibrate data security policy and privacy frameworks to account for the Chinese state’s
use of data to reinforce its political monopoly.

Companies and governments too often assume that other governments’ data and privacy
regulations share the same goals as their own. That isn’t true when it comes to the Chinese
party-state and PRC-based companies, even if common vocabularies are used or if some

policy drivers are similar. In the PRC, unlike in liberal democracies, data security and privacy
concepts (including draft legislation) reinforce the party-state’s monopoly power. Companies and
governments need to recognise this risk and calibrate their policies to account for it.

3. Collaborate with like-minded countries to develop systems for improving risk-based
approaches to improving the regulation of data transfers.

Organisations must assess the value of their data, as well as the value of that data to any potential
party in their supply chain that may have access to it or that might be granted access. In an age

in which information warfare and disinformation campaigns occur across social media platforms
and are among the greatest threats to social cohesion, data that’s about public sentiment is as
strategically valuable as data about more traditional military targets. Risk needs to be understood
in a way that keeps up with the current threat landscape, in which otherwise innocuous data can be
aggregated to carry meaning that can undermine a society or individuals.

4. Take a multidisciplinary approach to due diligence.

Governments, businesses and other organisations need to develop frameworks for conducting
supply-chain reviews that take into account country-specific policy drivers. Developing such a
framework shouldn’t be limited to just assessing a vendor’s risk of exposure to political risk. It
should also include detailed analysis of the downstream actors who have access to the vendor’s
data (and must include analysis of things such as the broader data ecosystem they’re a part of and
the obligations those vendors have to their own governments). Taking this more holistic approach
to due diligence will better ensure that data can be protected in an effective way.




Appendix: The draft Data Security Law and draft
Personal Information Protection Law

Law Article Text

DSL 2 EPEAREMERATREEVEENREZZRE BERAE - AP EARHKMEIRINTREEIRAIEED,
RMEPEARHKNEERZZ  AHMNARE AR ARSEN @M MOFBINERTIE -

This law applies to data-handling activities and security regulation carried out within the territory of the People’s
Republic of China. Data-handling activities carried out outside the territory of the PRC that harm the state security,
the public interest, or the lawful rights and interests of citizens’ and organisations of the PRC, are to be pursued for
legal responsibility in accordance with law.

DSL 4 EPHREZE NERERAERZEN B UREHEZ2 B AR R BIEL 2 REET -

The preservation of data security shall adhere to the comprehensive state security outlook, establish and
complete data security governance systems, and increase capacity to ensure data security.

DSL 5 ERRP P ARSEIRA RN &, SR ROESIEA BN A, RESIR OB F BB e MEEN
REBZNHFZEFLE-

The state is to protect the rights and interests of individuals and organisations with regard to data; encourage

the lawful, reasonable and effective use of data; ensure the lawful and orderly free flow of data; and promote the
development of a digital economy with data as a key factor.

DSL 6 PREZXZZNSHUATEIELZE TENRRNSAENE MRHE ESEHERLELZEHEMNERE
RIFEBIER -

The central state security leading mechanism is responsible for decision-making and overall coordination on data
security work, and researching, drafting and guiding the implementation of national data security strategies and
relevant major guidelines and policies.

N

DSL 7 S ZERIN A X A ) TEP =4 LR - MINBEREELZE A TERE-TW -85 -RB-%
Al BRARR - DARE  HE  MRSTEEN FIEAT - AYEEIEZ2 RERTT - AL2R - BRELE
HMRERBAEMBRERE  (TBOEHNINAE EEBRFCEERNE B HEZE HEIRS - EXMEE0 KR
TOEMBARER  TBOENNAE, A TS E AN EBIEL AR EE TIE-
Each region and department bears primary responsibility for that region’s or department’s efforts on data
production, aggregation and processing, as well as data security. Regulatory departments such as for industry,
telecommunications, communications, finance, natural resources, health, education, science and technology
are to undertake data security regulatory duties in the corresponding sector. Public security organs, state
security organs and so forth are to undertake data security regulation duties within the scope of their duties in
accordance with the provisions of this Law, relevant laws and administrative regulations. The state cybersecurity
and informatisation departments are to take responsibility for overall coordination of network data security and
relevant regulatory efforts in accordance with this Law, relevant laws and administrative regulations.

DSL 11 ERRRAREIEINEE RS EE 2 SHELZEHRE RN R ENGE B LIEBIRZE  BER
o

The stateis to actively carry out international exchanges and cooperation in the data field, participate in the

formulation of international rules and standards related to data security, and promote the cross-border secure and

free flow of data.

DSL 14 E R LR SR A A MR A MR TR R, SN MR RS T ST IR - BRI EAR
BURM SN HFEFRBHDAAREREFMARLRAY FREFEFHEHFZEL IR EAL -

The stateis to implement a big data strategy, advancing the establishment of data infrastructure, and encouraging
and supporting innovative applications of data in each industry and field. People’s governments at the county
level or higher shall include the development of the digital economy in the national economic and social
development plans for that level, and draft development plans for the digital economy as needed.

DSL 15 ER X FHEIEFRNBMEIRZ 2R AN R, B EIEAA R BAEIE L2 SOURR AR A5\ aIF, 15
B RREIEARNAMBIEZ 2 mArmiEz -

The stateis to support research into data use and development and data security techniques, encourage the
spread and commercial innovation in areas such as the use and development of data and data security, and foster
and develop the use and development of data, data security products and industrial systems.
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Law Article Text

DSL 16 EREHBIETEARBEANBEZ 2 ERRER - BSRIECTREERNINESRAERE IRIES
BRVERE ARBIEH EET BREETLFBEA  aMBUEZ 2 AR A - ERZHE - =G
1B RNES SHREHE -

The state is to advance the establishment of a system of standards for data development and exploitation
technologies and data security. Within the scope of their respective duties, the State Council administrative
departments in charge of standardisation and other relevant State Council departments are to organise the
formulation and appropriate revision of standards related to technology and products for the development and
use of data and to data security. The state is to support enterprises and social groups, educational or research
bodies and so forth participating in drafting standards.

DSL 19 ERZHEEFR  PERWFR - BEAAN EWEFREEFANBRARMEREZEARABENEI, R
N 2B A EFLIEALANBRANEIEZETWAT BHAT 27 -

The state is to support schools of higher education, secondary vocational schools, scientific research institutions,
enterprises and so forth in carrying out education and training related to data use and development and data
security, employing diverse methods to cultivate professional data use and development and data security talent,
and promote professional exchanges.

DSL 34 PR ERZENRAMEEFERZ 2N EMBILFENT R INEE N ERBERBRNE, LI
ROREAEFEL BORHT AREAR - PN S FLCS -

Public security organs and state security organs retrieving data as necessary to lawfully preserve state security

or investigate crimes shall follow relevant state provisions and complete strict approval formalities to do so in
accordance with law, and relevant organisations and individuals shall cooperate.

DSL 51 HRAREZMENEELIRED ER (PEARRNMERTERWEE) 52 TBOENNANE - &
HRANEBREIRLIEED, A B INERRIPER  TBUEMNAE -

The Law of the People’s Republic of China on the Protection of State Secrets and other relevant laws and
administrative regulations are to apply to carrying out data-handling activities involving state secrets. The
carrying out of data-handling activities involving personal information shall comply with laws and administrative
regulations on protecting personal information.

PIPL 3 AL PAEPEARKEMERANVIEBRANAGERRED, ERAZE - EPEARKMERSNIEPEAR
HANERANBRAPAGERIED B MBI E R

(CUEENER AR M= mEE RSN ER;

(D)7 - THEIRABARARITA;

(Z)ER TTBUE MM ER EMABTE -

This law applies to the activities of organisations and individuals handling the personal information of natural
persons within the territory of the People’s Republic of China. This law is also applicable to activities outside

the PRC that handle the personal information of natural persons within the territory of the PRC, in any of the
following circumstances:

(1) for the purpose of providing products or services to natural persons within the territory;
(2) to analyse and assess the conduct of natural persons within the territory;

(3) in other situations provided for by law or administrative regulations.

PIPL 4 PAEERMUBEFHEEMANICRNSERANTETRINBERABRNENEL, AEEEZLAIREH
BER - PAERNABEBEMINERNWE - F#E- &8 NI FH =4 2HE-

Personal information is any type of information that identifies or can identify natural persons recorded
electronically or by other means, but does not include anonymised information. Handling of personal information
includes the collection, storage, use, processing, transmission, provision, disclosure etc. of personal information.

PIPL 12 EZRRRS S PAGREFEFANNEE EHEPABERRFAENERRSESFEDSHEMER  #hX-
ElPrAHR 2 BN PG RRPAN IR S EIN

The state is to actively participate in the formulation of international rules for personal information protection,
promote international exchanges and cooperation on personal information protection, and promote mutual
recognition of rules and standards for the personal information protection with other countries, regions and
international organisations.




Law
PIPL 19 MNERLBEVIBNMAGR BAEE  TRENNE N A RBHEAFTES HIBEEN, IR NASEIAT

Article Text

FANENBI - R=BE R PARFERANEMRENMTZ20ERNE PSRN, PAERVIBENHTE
ABUHRE RS -

When personal information handlers handle personal information, where there are circumstances that laws and
administrative regulations provide shall be kept confidential or need not be announced, it is acceptable not to
notify the individual of the matters specified in the preceding article. If an individual cannot be notified in time
to protect the life, health and property safety of natural persons under an emergency, the personal information
handler shall promptly notify the individual after the emergency is eliminated.

PIPL | 34 EZXNARANBITEERFTABEPAGR, MEKERER  TBUEZMAENNIR - R F#HT ARBLETAER

SR BRSEEMRE -

State organs handling personal information in order to perform their legally prescribed duties shall do so in
accordance with the authority and procedures provided by laws and administrative regulations, and must not
exceed the scope and limits necessary for performing their legally prescribed duties.

PIPL 35 ERNANBTEERFTMIEPAGER, NS KR EZMER PASHANSEE R FZ2  TEOEAMNER S

fRE HESHN WERERMSERNRE T EEIRTRIERIN

State organs handling personal information in order to perform their legally prescribed duties shall notify the
individuals and obtain their consent as provided in this Law, except where laws and administrative regulations
provide that it shall be confidential or where giving notice and obtaining consent would impede the performance
of the state organs’ legally prescribed duties.
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Acronyms and abbreviations

CCP
DSL
GTCOM
ICPC
OEM
PIPL
PRC
SAC

Chinese Communist Party

Data Security Law

Global Tone Communication Technology Co. Ltd
International Cyber Policy Centre

original equipment manufacturer

Personal Information Protection Law

People’s Republic of China

Standardisation Administration of China
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